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Consider a square room with a 
door in the middle of its southern wall. You 

are standing in the room such that the eastern 
wall of the room is to your right. Where is 

the room door with respect to you?

N

S

EW

• Input -  Words, Symbols 
• Output - Words, Symbols 
• Latent visual representation associated with the input 

A cube is located in the 
south-eastern part of the 
house.
The house door is located 
in the north-eastern side of 
the house, such that it 
opens towards east. 

Room 1 is located in the 
north-west of the house 
and is small in size. 

The door for this room is 
in the middle of i ts 
southern wall.

• Question: Suppose you are entering the house, where is the cube with respect to 
you?

• Answer: Left

[3.0, 8.0, 4.3, 6.6, 1]

[2.1, 3.1, 2.0, 0.0, 0]

[4.8, 5.2,2.5, 6.7, 2]

[2.1, 3.1, 2.0, 0.0, 0]

• Question: At how many points do these shapes intersect?

Visual Representation Module

Spatial Memory Module
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Results on  FloorPlanQA

Results on  ShapeIntersection
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Task

• DSMN general. of 
DMN+ [2] 

• Input to DSMN words, 
symbols 

• Images generated from 
the input 

• Spatial memory used to 
store info. 

• DSMN end-to-end, no 
visual sup. 

• DSMN* additional 
visual sup.

• Visual Representation Module produces visual rep. for each sentence

• Spatial Memory Module uses the sentences along with the visual rep. 
• Information stored in spatial memory 
• Multiple “hops” of memory updation 

• Proposed two new dataset, FloorPlanQA and ShapeIntersection 
• Datasets synthetic, similar in spirit to bAbI [1] 
• Datasets test a system’s visual thinking ability 
• Each sample consists of description, visual representation, question and answer 
• Both datasets have 12800 train, test and validation samples
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• DSMN* performs much better than baselines with only 1% of samples with 
intermediate supervision

• Answer: 5

• Description of location of various objects, rooms and doors in a house

• Symbolic description of location of various shapes on a canvas

• The house door is located in the north-western 
side of the house such that it opens towards north. 

• Room 1 extends from the north-west to the west 
of the house and is medium in size. 

• This room’s door is in the middle of its southern 
wall. 

• Question: Suppose you are entering the house, 
where is the room 1 door w.r.t. you? Ans: Front

• Attention map on sentences across hops for DSMN* and DMN+ 
• DSMN* directly jumps to correct sentences as it has already produced 
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